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Abstract: In recent years, the parallel processing as well as distribution processing has been in wide use in
many fields. Vanous parallelisims are attempted for a purpose of reducing execution time. The parallel
simulation technique has attracted researchers’ attentions recently as a method which enables to perform
stmulation in a system which requires the execution of simulation in a large-scale and complex system
which has been considered impossible and which improves the processing efficiency of the simulation and
shortens the execution time. The parallel simulation extracts the parallel property at the time of exceuting the
simuiation and improves the simulation-processing elficiency by distributing the workload among the multple
processors. However, almost ail the conventional paraliel simulation is based on discretec-cvents and a
continuous-event parallel simulation is hardly in use. This is because the parallel simulation for the continuous-
event requires, in principle, the synchronization processing per simulation clock so that the processing
efficiency due to the paralle] processing implemented is deteriorated to a greater degree. We classify simulation
modes into fwo systems. One is classified as a spatial flow-type system which is expressed by a model which
eproduces the situation where the fluid flows in the three-dimensional space. Another is classified as a
transaction flow-type system in which a certain kind of transaction moves in the space. Traffic systems are
classified into the transaction flow type system. We propose a new synchronization algorithm which realizes
a desirably elficient simulation, because a certain synchronization is omitted by means of transport prediction
of the transaction in the transaction flow-type system. It can simulate almost all general social system. In this
paper, we describe the parallel simulation algorthm for traffic system to improve the processing efficiency
of each processor. We also carried out experimentation there of and presents ifs verification.

Keywaords: Parallel simulation; Parallel/distributed algorithms; Continuous-changed model: Traffic system
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simulation is hardly in use. This is because the

LINTRODUCTION

The paralle! simulation technigque has attracted

researchers’ attentions recently as a method which
enables to perform simulation in a system which
requires the execution of sumulation in a large-scale
and complex system, and which improves the
processing cfficiency of the simulation and shortens
the execution time.

The parallel simulation extracts the paraflel property
at the time of exccuting the simufation and improves
the simulation-processing efficiency by distibuting
the workload among the muitiple processors.
However, almost all the conventional parallel
simuiation is based on discrete events [Avani and
Ragaei, 1992; Galluscio and Douglass, 1995; Konas

parallel simulation for the continuous-event requires,
i principle, the synchronization processing per
sumulation clock so that the processing efficiency
due to the parallel processing implemented is
deteriorated to a greater degree,

We classify sunulation modes inlo two systems.
One 15 classified as a spatial flow-type system which
15 expressed by a model which reproduces the
situation where the fluid flows in the three-
dimensional space. Another is classified as a
transaction flow lype system in which a certain
kind of transaction moves in the space. In this paper,
we propose a new synchronization algerithm which
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realizes a desirably efficient simulation, because a
certain synchronization 18 omitted by means of
transport prediction of the transacticn in the
transaction flow type system [Namekawa et al.,
1993; Namekawa et al., 1999]. Tt can sunulate almost
all general social system.

Then, we will justify cur algonthm and vernly 1ts
cffectiveness.

We describes parallel simulation methed at section
2, synchromzation algorithm for road traffic system
at section 3, evaluation method for 1t at section 4,
evaluation of simulations at section 5 and finally
concluding remarks at section 6.

2. PARALLEL SIMULATION METHODS

In general, in the parallel simulation, there exist
two methods. In one methed, o specific function in
commoit is made separate and 1ndependent 5o as 1o
parallel-process the function. In another method, a
system as an object for the simulation 15 divided
spatialty, so that the process is divided for each
divided sub-space.

{a) Function distributed method.
{b) Space distributed method.

The former method 1s defined to be a function
distributed method while the latter is defined to be
a space distributed method.

I the parallel simulation, necessitated 15 the process
which avoids the logical confiicts and which
correctly holds the order of simulation clock between
processors whers the workload 1s distributed among
them. As a result, its overhead time becomes obstacle
i terms of process efficiency.

The overhead time in the function distributed
method depends on the number of access to the
functions in common as well as on ifs processing.
The overhgad time in the space distnbuted method
depends on veighboring sub-space as well as on the
transfer of transaction. Vehicles 1n a road traffic
system are expressed as transactions. It s fo be noted
that as far as the processors have the identical
function and performance in the paralle] processing,
the processing time for simulation alone 18 invariant
in the space distributed method.

Therefore, in the paraliel simulation according o
the space distributed method. it is necessary to add
the preparation time, comununication time, wailing
time and so on for consistency processing as well
as synchronization processing, of the simulstion
fime.

3. SYNCHRONIZATION ALGORITHM FOR
TRAFFIC SYSTEM

In this section, a new synchromization algorithm of
the parallel simulation for traffic systems will be
described.

3.1 Traffic System and Distribution Method

Simulation, in which vehicles are expressed as
microscopic models, such as & road waffic system
simulation is considersd to be 2 typical continuous-
event sinmelation [Nakanish: et 51, 1993; Satoh et
al., 1995; Yikai et al., 1997]. A characteristic of the
continucus-avent simulation is that the change of
the system is mainly dependent on continuous
change (that is, continuous movement of a vehicle),
Thus, the movement of a vehicle 1s stmulated in a
manner which is described as a continuous-change
model.

The road traflic system is considered as one of the
space distributed method, which we call it here 2
iocal distribution method so as to emphasize its two-
dimensionahty.
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Figure 1. Divided ares.

In the parallel simulation implementing this Iocal
distribution method, a sub-area to be simulated 15
partitioned into disjoint sub-areas as shown in
Figurel. A processor is assigned for each divided
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Figure 2. Transfer of vehicle.
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sub-area, so that simufation corresponding to each
stb-area can be carried out. Thus, a vehicle which
moves through the simulation area moves from one
sub-area to another, that is, from one processor 1o
another as shown Figure 2. We define this movement
as 'transfer'. However, it is to be noted that these
transfers do not necessarily occur per simulation
clock though its occurrence depends on the density
of traffic. In other words, it is found that the transfer
of vehicle between sub-arcas is of a discrete event.

As for a continuous-event model, the parallel
stmulation synchronization itself is expressed as a
discrete-like event. We are trying to come up with
a paraliel sumulation method by which the transfer
of a vehicle between processors gives out the same
result as if 1t is obtained by a simulation performed
by a single processor,

3.2 Transfer Forecast for Road Traffic System

{n order that the ansfer of a vehicle between sub-
areas 15 performed consistently at a same timing, it
15 indispensable that the time of the transfer be
accurately knowsn in advance. However, since the
transfer is generally is not deterministic, it is
impossible to carry out the transfer forecast in a
smooth and efficient manner. Hence, we attempted
to achieve such a smooth and efficient transfer
Terecast by performing the transfer forecast as
precisely as possible.

3.2.1 Transfer forecast

The forecast which turns out 1o be earlier than the
actual transfer time results in the increase of the
execution time, However, since the forecast is not
behind the actual transfer, consistent synchronization
process is guaranteed.

The transfer from one sub-area to another can be
roughly predicted by taking the current location,
transfer direction and transfer speed into
consideration s¢ that the arriving time and destined
sub-arca can be known. Since the vehicle transfer
changes in a random manner, it is necessary (o carry
out the transfer forecast based on cach lerm such ag
the current location, transfer direction and transfer
speed.

[n order that this transfer is carried out smoothly,
the simulation clocks between two neighbouring sub-
areas must be identical. Therefore, it ig indispensable
that the transfer forecast is ahead of e actual
transfer as shown in Figare 3, if the forecasted is
belind the actual transfer, thus method is no longer

valid.
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Figure 3. Predicted as well as actual transfer,

3.2.2 Repetition of the forecast

If the first forecast does not match with the actual
ane, several more predictions can lead to a smooth
transfer as shown in Figore 4. If the syncluonization
as depicted in Figure 4 is carried out, the simulation
can be performed independently at each sub-area
alone without other sub-areas concerned, up to the
synchronization time. As a resuit, the synchronization
process at cach simulation clock is omitted. Thus,
the communication time is decreased and thereby
the total of sunalation execution time is also reduced.
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Figure 4. Repetition of the event forecast.

4. EVALUATION METHOD FOR SYNCHRONI-
ZATION ALGORITHM

In order to verify our proposed algorithm so as to
evaluate it, two phases of simulation systems through
various steps are developed and each simulation is
carried out as follows.

4.1 Specific Simuplation

One 1s a specific simulation for the road-traffic
system by means of the nicroscopic model in which
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a certain sub-area is simulated. Performed are the
single-unit simulation by a single processor and the
simulation by two processors where the workload 1s
distributed and parallel-processed (we call them
contingous-cvent parallel sumulations). These two
types of simulations are compared so that each
algorithm s venfied.

4.2 Evaluation Simulation

Another is a simulation for confirming and
evaluating the effectiveness of the aigonthm for its
parallelism (we call it eveluation stmulagion). The
structural data on the overhead time in the paraliel
simulation and various data required for executing
road-traffic simulation with the micro-model are
obtained from the continuous-svent parallei
simulation described at section 4.1. Then, the
evaluation simulation with multiple processors
employed is performed virtually on a single
processor. In this simulation, the effect of the
parallelism can easily be evaluated by varying
parameters. For example, the number of processor
1s specified by a parameter, so that the distributed
paraliel environment corresponding 1o the number
ol processor is antomatically adapted and the
simulation 1o be evaluated 15 executed.

4.3 The Transaction Vehicle Distribution

The parallel simulation is performed with a certain
arca being distributed. When the transactions are
evenly distributed among cach distributed processor,
the effect on the parailelisin will be of a greater
extent. However, in general, the distribution of the
rransaction is not well balanced since the movement
of transaction oceurs at random. Thus, in order to
confirm generality of the proposed algorithm, the
simulation is performned on twe kinds of cases; one
is a case where the transaction is almost evenly
distributed and another is a case where the
transaction is not evenly distributed.

Suppose there is a circufar road whose circumierence
is 60 km long. Then, the road is uniformly divided
and parallel-processed. The vehicle’s running speed
is set to 40 pius or minus 5 kmv/hour in a uniform
matmer as an attabuted value for the vehicle. The
vehicle is generated in a uniformly distributed
manuer and runs on the circular road in the case
where the transaction is almost evenly distnbuted.
On the other hand, an enviromment in which the
{ransaction to be processed contains twice as much
as the not-evenly-distributed transaction in a specific
area is set up in the case where the transaction is
not evenly distributed.
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4.4 Evaluation Items

The rate of speedup improvement in executing the
simulation is a general method 1n evaluating the
paratielism effect. In our study, as a means to corfirm
the eoffcct of the algorithm, the number of
commumnication responsible for the overhead time
as well as the waiting time for the synchronization
in addition to the rate of speedup improverent are
analyzed and evaluated.

5. EVALUATION OF SIMULATIONS

We evaluate the simulation results to verify our
synchronization algorithm as follows;

5.1 Evaluation of New Algorithm Against Full Syn-
chronization Algorithm Type

Figure 5 shows a result of a case where the workload
is almost evenly distributzd. In order to verify the
effectivencss of the our algorithm, the resuit obtained
is compared to an algorithm which 15 always
synchronized at every simulation clock, We call it a
full synchronization algorithm type. As the number
of parallelism {the number of processor) Increases,
the effectiveness is improved. For example, the
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Figure 5. Simulation results
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execution time for the simulation 1s 33.3 % as the
number of processer is increased from one to two.
That is, the effectivencss 1s almost direetly
proportional to the mumber of processor.

On the other hand, the execution time for the
simidation of the full synchremzation algorithm type
18 36.4% when the number of processor is increased
from one to two as well as from two to four. That
is, the our algorithm is more cffective compared o
the full synchronization algorithm type. This
tendency becomes further notable as the number of
ProCcessor increases.

3.2 Improvement Rate

To see the effectivencss of the new algosithm, Figure
6 indicates the rate of improvement of the new
algonthun against the full synchronization afgorithm
type. Referring to Figure 6, we can sce that the rate
of amprovement improves as the munber of processor
increases,

5.3 Evaluation for Transaction Distribution

Figure 7 shows a result of the simulation in which
the transaction 1s not evenly distributed. In this case
too, the our method is more effective than the full
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Figure 6. Improvement of new algorithm against

full Synchromization algorithin type.
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synchromzation algonihim type. Compared Figure 3
with Figure 7, it is evident that the new algorithm
is further effective 10 the case where the transaction
15 almost eventy distributed.

5.4 Speedup Evaluation of New Algorithm

Figure 8 shows the rate of speedup improvement
for new algorithm tself. We can clearly see that the
rate of speedup improvement improves as the
number of processor increases from Figure 8.

6. CONCLUSIONS

In our study, the wncreased quality is guaranteed in
the continirous-event parallel simulation, and a new
synchromzation algorithm which enabies to perform
the simulation with improved processing efficiency
is meorporated nte the congested road-traffic
system. Then, the experiments are carried out in the
continuous-event parallel simulation environment so
as to venfy the effect of the processing efficiency.

The syachromization algorithm in this new
contnuous-event parallel simulation is one for road
iraffic system. It is a system of the transaction flow
type which can be found almost everywhere in the
society in general. For example, the system inchudes

—&— new alporithm —&— full synchronization met}zodl
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Figure 8. Speedup rate of new afgorithm itself
{almost evenly distributed}.

a railroad transpost system and telecommunication
System.

in the fiture, we will examine possibie applicaticns
to other various systems, in the hope that we can
analyze them in prder Lo gain s general-purpose
use and efficiency with further efficient
synchronization method.
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